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The context

Like in all engineering disciplines, Software Engineering practitioners 

need to manage the quality of software products and processes

monitor

control

evaluate

improve

. . .

In this presentation, we focus on the faultiness of software modules as 

the quality of interest
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A bit of terminology

Faultiness

Presence of at least one fault in a module.

Software module: a “piece” of software

A subsystem, a class, a procedure, etc.
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The context

Quantitative information helps managing quality

Measures

Internal, depending only on the software itself

Code measures: size, complexity, coupling, etc.

External, depending also on elements of the external world

Faultiness (depending on specifications)

Maintainability (depending on the required changes)

…
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Internal measures are not interesting by 
themselves

The manager gets code measures, 

but he does not know how to 

interpret them.

Note: even a smart manager who 

knows the meaning of RFC does 

not know what values of RFC are 

“good” and what values are “bad”.

This is typical of internal measures.
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RFC = 35
So what?

External measures are interesting

The manager wants that only 

good quality code is released.

Faultiness is what 

practitioners are really 

interested in for decision 

making along the software 

lifecycle

allocating V & V resources

controlling the production 

process

assessing the quality of the 

software under construction
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Is that code 
faultless?
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The context

Unfortunately, faultiness cannot be measured based on the code only.

E.g., given a module, how can you “measure” if it is faulty or not?

We need to estimate faultiness

We can use our knowledge about the module, i.e., the values of its internal 

measures

But how?
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Hypothesis one: estimates are based 
uniquely on internal measures

The test set

The data to be 

estimated

Every point in the 

plot is a module
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We need a threshold for estimating

Under the current hypothesis, estimates are based uniquely on internal 

measures

E.g., RFC, response for a class

We need a threshold T such that

Modules whose RFC measure is greater than T are classified faulty

Modules whose RFC measure is not greater than T are classified not faulty

Problem: how do we define threshold T?

let’s consider a few possibilities …
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Midpoint Threshold
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Midpoint Threshold
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Upper Fourth Threshold: too Optimistic?
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Lower Fourth Threshold: too Pessimistic?
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Mean Threshold
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Median Threshold
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Mean + Standard Deviation Threshold
[Erni and Lewerentz]
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(Mean + Standard Deviation 
Threshold)*1.5 [Lanza and Marinescu]
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Hypothesis one: estimates are based 
uniquely on internal measures
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What's Faultiness 

got to do with it?
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Hypothesis one: estimates are based 
uniquely on internal measures

Do we get good results (i.e., accurate estimates) with this strategy?

Not really.

We shall see some experimental results at the end of the presentation.
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Bad results could be expected.

If you try to estimate fault-proneness based on a 

measure that is known to be related to fault-

proneness, but without taking into consideration 

how it is correlated to fault-proneness, your guess 

could easily be wrong!

Hypothesis two: Use Internal Measures 
and Faultiness Data

A faultiness estimation model can be built on top of

a fault-proneness estimation model

a fault-proneness threshold

Setting Thresholds in Software EngineeringICSEA 2016 - 22 -

A common practice in many fields.

E.g., widely used in mechanical 

maintenance, or in medicine.
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Quality models available!

Models relating internal 

measures (CBO, WMC, 

RFC, etc.) to external quality 

(e.g., fault-proneness) are 

(often) available.

These models “transform” 

internal measures with no 

practical meaning into 

meaningful indications.

Setting Thresholds in Software EngineeringICSEA 2016 - 23 -

This is a model of
fault-proneness vs. RFC

Models of fault-proneness

Independent variable(s):

One or more internal measures

E.g., RFC, CBO, ...

Dependent variable:

The quality of interest

In our case, fault-proneness

Why fault-proneness instead of faultiness?

A model estimates the probability of faultiness, i.e., fault-proneness

Setting Thresholds in Software EngineeringICSEA 2016 - 24 -



Luigi Lavazza - Università dell'Insubria ICSEA 2016

Setting Thresholds in Software Engineering 13

Binary Logistic Regression (BLR) models 
of fault-proneness

�� � � 	
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logit(X) is a linear function

univariate case: c0 + c1X

X is the internal measure

multivariate case: c0 + c1X1 + c2X2 + . . .

X1, X2 … are internal measures
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BLR model
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BLR model

Setting Thresholds in Software EngineeringICSEA 2016 - 27 -

In this presentation 

we consider only 

models with 

increasing fp.

Decreasing models 

are possible.

Other models

Other types of models can be used, like, the

Probit Binary Regression (PBR)

The resulting model is S-shaped, much like the BLR model.

In this presentation we shall use only BLR models.

What we shall see here can be usually extended easily to other types of 

models.
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How to build models

Assuming that we have proper data

E.g., a spreadsheet with

A row for each module

A column for each internal measure

A column for faultiness

We need a statistical tool to compute the model.

I suggest R

Open-source and free

Supported by a huge community

There are books and documentation available

Provides a wealth of statistical tools

To make sure that the models found are statistically significant

To test their “goodness”

– Hosmer test, likelihood ratio test, ...

Setting Thresholds in Software EngineeringICSEA 2016 - 29 -

How to use a model?

How do we use the 

knowledge that an 

internal measure is 

related to the probability 

of faultiness?

Setting Thresholds in Software EngineeringICSEA 2016 - 30 -
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Threshold on a Fault-proneness Curve

We need a threshold pt, 

which indicates the 

maximum acceptable value 

for fault-proneness

pt=fp(T)

When CBO of a module M 

grows greater than T the 

manager should start some 

activity to improve M, 

because its probability of 

being faulty is beyond the 

maximum acceptable risk

Setting Thresholds in Software EngineeringICSEA 2016 - 31 -

T

pt =
fp(T)

Threshold on Fault-proneness
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We need a 

threshold pt, which 

indicates the 

maximum 

acceptable value 

for fault-proneness

pt
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Threshold on Independent Variable
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pt=fp(T)

T

pt
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Positives and negatives
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Positives, i.e., faulty

Negatives, i.e., not faulty
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Estimated

Setting Thresholds in Software EngineeringICSEA 2016 - 35 -

Estimated positivesEstimated negatives

Estimated positivesEstimated negatives

T

False negatives

Setting Thresholds in Software EngineeringICSEA 2016 - 36 -

Estimated negatives,

But are actually positive
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False positives

Setting Thresholds in Software EngineeringICSEA 2016 - 37 -

Estimated positives, but 

are actually negative

True negatives
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Negative modules 

estimated negatives
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True positives

Setting Thresholds in Software EngineeringICSEA 2016 - 39 -

Positive modules 

estimated positives

How good is a model?

We need to evaluate how good is a model, i.e., how accurate are its 

estimates.

Informally, we want

Many true positives and true negatives

As few as possible false negatives and false positives.
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Estimated/Actual Faultiness Contingency 
Tables

We need to check how close estimated faultiness is to actual faultiness

Setting Thresholds in Software EngineeringICSEA 2016 - 41 -

Accuracy indicators

Precision: proportion of estimated positives that are actually positive
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Recall: proportion of actual positives that are estimated positives
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F-measure: harmonic mean of Precision and Recall

���� �� � 	
2

1
������

�
1

���������

Setting Thresholds in Software EngineeringICSEA 2016 - 42 -



Luigi Lavazza - Università dell'Insubria ICSEA 2016

Setting Thresholds in Software Engineering 22

Contents

Setting Thresholds in Software EngineeringICSEA 2016 - 43 -

Topics

The context

The problem

Proposal 1: slope-based thresholds

Proposal 2: optimistic-pessimistic approach

Proposal 3: fault-proneness H-index

Final considerations

The real problem

How should we choose pt (hence, T)?
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Some possible thresholds

fp = 0.5 (Fifty)

a theoretical threshold, used for no prior knowledge, same value no matter 

the application or discipline

fp = 
"#

$
(All) 

This is the proportion of faulty modules in the entire data set

Useful to evaluate the accuracy of the proposed thresholds

– It is the value you get with a constant logit

Setting Thresholds in Software EngineeringICSEA 2016 - 45 -

Why not using Fifty or All thresholds?

Fifty does not use any knowledge about the actual modules.

If AP/n is 0.1 and you use 0.5 thresholds, you are going to have a lot of 

false positives

If AP/n is 0.9 and you use 0.5 thresholds, you are going to have a lot of 

false negatives

AP/n could be a reasonable choice. Unfortunately, AP is not known at 

estimation time.
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Slope-based Thresholds1

A first proposal is applicable when we want to identify “early 

symptoms” of possible faultiness

______________________________________________________
1 Sandro Morasca and Luigi Lavazza, “Slope-based Fault-proneness

Thresholds for Software Engineering Measures ”, EASE 2016
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The problem

The manager wants that 

only good quality code is 

released.

He wants to get some 

evidence that lets him 

take action as soon as 

the quality of a module 

under development 

becomes “not good 

enough”.
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Is that code 
faultless?

We have a model

The model is built as shown before, based on data from previous 

developments (e.g., of previous releases).
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Yes, but … how to use the model?

Setting Thresholds in Software EngineeringICSEA 2016 - 51 -

?

What does the model tell us?

Setting Thresholds in Software EngineeringICSEA 2016 - 52 -

Unsafe flat zone: here 

modules are probably 

faulty (fp is close to 1)

Safe flat zone: here 

modules are probably not 

faulty (fp is close to 0)
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Slope-based thresholds

When a module is created 

its CBO is zero.

Then, while the module is 

being implemented, CBO 

increases over time

We want to identify “early 

symptoms” of possible 

faultiness

Idea: we need to constrain 

CBO to be less than a value 

CBOMAX where small 

variations of CBO imply 

large variations of fp(CBO)
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We get out of the safe 

zone when the slope  

increases “too much”

The basic idea
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We get out of the safe 

zone when the slope  

increases “too much”
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Where to set the threshold?

When should the 

manager start 

warrying?

At t1 fault proneness is 

comfortably close to 

zero.

At t4, the slope is 

close to maximum, 

and fault proneness is 

already quite high.

What about t2 and t3?

Setting Thresholds in Software EngineeringICSEA 2016 - 55 -

time t0

time t1
time t2

time t3
time t4

Our proposals

Goal: identify a threshold based on “early symptoms” of faultiness 

Basic observations

fp(x) looks rather “flat” for small values of X

even fairly large variations in X imply small variations in fault-

proneness

As x increases, fp(x) reaches a value past which

it departs very fast from the flat low-risk area

actually, it increases very fast

Idea: set the threshold where the slope starts to become too steep

Based on geometric properties of models

Maximum convexity

Fraction of maximum slope

Setting Thresholds in Software EngineeringICSEA 2016 - 56 -
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Proposal 1: Maximum Convexity (MC)

At the beginning the slope/direction of fp(X) changes very slowly

At the end the slope/direction of fp(X) changes very slowly too

But, in between the slope/direction of fp(X) changes much faster

We define the threshold as the value xMC of X in which fp(X) changes 

slope/direction the fastest

Setting Thresholds in Software EngineeringICSEA 2016 - 57 -

Maximum convexity (MC)

Slope is measured by fp’(X)

Slope change is measured by 

fp’’(X), i.e., convexity

Since we are looking for the 

point where fp’’(X) is maximum, 

xMC is such that fp’’’(xMC) = 0

Beware xMC is not necessarily 

where fp(X) is steepest or even 

“too steep”
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Proposal 2: Fraction of Maximum Slope

It might be too late to wait until the curve has reached maximum slope 

fp’max

Define the threshold as the point xrMS such that fp’(xrMS) is a fraction r of 

fp’max

fp’(xrMS) = r fp’max

The value of r is set by the practitioners, based on their goals

Via empirical studies, we found that r = 0.5 is a reasonable choice.

Hence, we look for xMS/2, where the slope is half the maximum value.
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Half maximum slope (MS/2)
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Max slope occurs when fp=0.5 
(too late!).

Min slope tends to zero
The safe flat area has slope 
close to zero

Half max slope:
Halfway between the safe area and the 
unsafe area (where fp is already high, 
and small increase of x results in large 
increase of fp).
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MC threshold values

�%& �
1
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ln 2 − 3 − �, ≈ −
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≈ 0.2113		

The maximum convexity is always positioned where fp=0.2113
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MS/2 threshold values
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When r=0.5:

�%3/5 ≈ −
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�� �%3/5 ≈ 0.1464	

The slope is always half the maximum when fp=0.1464
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BLR Thresholds: MS/2

Setting Thresholds in Software EngineeringICSEA 2016 - 63 -

0.1464  ̶

BLR Thresholds: MS/2, MC
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0.2113  ̶

0.1464  ̶
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BLR Thresholds: MS/2, MC, All

Setting Thresholds in Software EngineeringICSEA 2016 - 65 -

For this specific 
dataset

0.2113  ̶

0.1464  ̶

BLR Thresholds: MS/2, MC, All, Fifty
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0.2113  ̶

0.1464  ̶
The proposed thresholds are more 

risk-averse than both Fifty and All.
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What about PBR models?

Results of the mathematical analysis:

For any BLR model, maximum convexity occurs at the same values of fp.

For any BLR model, half maximum slope occurs at the same values of fp.

For any PBR model, maximum convexity occurs at the same values of fp.

For any PBR model, half maximum slope occurs at the same values of fp.

The values in the table above apply to all BLR and PBR models.
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Fault-proneness values per type of model and type of threshold.

PBR Thresholds: MS/2, MC, All, Fifty
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0.1587 -
0.1195 -
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Empirical study

We used real-life datasets hosted on the PROMISE repository, with 

data on

module actual faultiness

several independent variables

We carried out T-time K-fold cross-validation

10-time 10-fold cross-validation for larger datasets

5-time 5-fold cross-validation for smaller datasets

For each fold, we built statistically significant univariate BLR and PBR 

models for all internal attribute measures

We computed overall average Precision, Recall, F-measure
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Accuracy indicators

Precision: proportion of estimated positives that are actually positive

��������� �
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��

Recall: proportion of actual positives that are estimated positives
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F-measure: harmonic mean of Precision and Recall
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Recall indicates how risk-averse 

is the estimate.

Recall=1 means that all actual 

positives are estimated positive.
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Berek Dataset: Average F-measures with BLR

There seems to be no best threshold: no threshold maximizes FM for 

all models.
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In bold the result 

provide by the best 

threshold, for each 

model.

Berek Dataset: Average Recall with BLR

MS/2 maximizes Recall for all models. It is the best threshold with 

respect to recall. 

MC provides similar performance (it is a bit less risk-averse)
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Results for all datasets, with BLR
Best model for each dataset

MS/2 always maximizes Recall (and often also FM)

MC achieves similar results
Setting Thresholds in Software EngineeringICSEA 2016 - 73 -

!

Results for PBR

For PBR models we got very similar results.
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Summary of results

MC and MS/2 have

almost always better Recall than the other thresholds

often better F-measure than the other thresholds

The introduced thresholds are

suitable for identifying “early symptoms” of possible faultiness of a module

derived from properties of the fault-proneness model

computed automatically

quite accurate in terms of Recall and often F-measure too
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Conclusions

If you have a BLR or PBR model q(x) that relates an interesting 

external quality q to some internal measure x

You can use the following thresholds on q

to get risk-averse thresholds on x.

According to our experimental results, you maximize the number of 

actually positive modules that are estimated positives, while you still 

get relatively few negative modules that are estimated positives.

This means that you get an excellent trade-off between

the effectiveness of the development and maintenance effort

the costs of quality improvement

the costs of using faulty software
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These values 

apply to any q 

and any x!
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Conclusions

USE MS/2 or MC thresholds!

Minimize risk

Optimize use of resources

Models and thresholds can 

be computed automatically
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The context

In this case, we consider what happens at the end of the coding phase:

You have a bunch of new modules and have to decide which of these 

modules deserve “special treatment” (e.g., code inspection) because 

they are likely faulty.

Modules developed in the past --whose faultiness is known-- are the 

training set

New modules --whose faultiness is unknown-- are the test set. 
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Conventional Approach

1. A fault-proneness model is derived from the training set

2. The model is used to estimate the test set

• To this end, a threshold on fp can be set

• based on local considerations

• as 
"#9:;<=<=>?@9

$9:;<=<=>?@9

When actual faultiness data on the test set become available the 

accuracy of the estimates can be computed.
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The optimistic-pessimistic approach2

The test set is used to build two models:

An optimistic one

A pessimistic one

Where the models agree, you can be reasonably confident that the 

obtained classification is right.

When the models disagree, you should better consider the faultiness of 

the module in question “uncertain”

_______________________________________________________
2Luigi Lavazza and Sandro Morasca, “Identifying Thresholds for

Software Faultiness via Optimistic and Pessimistic Estimations”, ESEM

2016
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Building the optimistic model

All the modules in the test set are considered as not faulty

This is an optimistic assumption!

You make the union of the training set and the test set

You build a BLR model as usual

The resulting model is 

optimistic, because of 

the initial optimistic 

assumption. 
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Building the pessimistic model

All the modules in the test set are considered as not faulty

This is a pessimistic assumption!

You make the union of the training set and the test set

You build a BLR model as usual

The resulting model is 

pessimistic, because of 

the initial pessimistic

assumption. 
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Optimistic Model Threshold and Optimistic
Estimated Faultiness Model

Select a threshold for the optimistic model and build an optimistic 

estimated faultiness model
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Pessimistic Model Threshold and Pessimistic
Estimated Faultiness Model

Select a threshold for the pessimistic model and build a pessimistic 

estimated faultiness model
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Where to place fp thresholds?

As usual, we have to decide where to place thresholds for fault-

proneness.
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Possible fp thresholds

Several thresholds are possible:

Pessimistic threshold: fraction of modules that are known to be positive 

ABCDD � 	
���2E
$
$	3C�

��2E
$
$	3C� � ��CD�3C�

Optimistic threshold: fraction of modules that are known to be positive or 

are unknown

A�B� � 	
���2E
$
$	3C� � FG

��2E
$
$	3C� � ��CD�3C�

Neutral threshold:

A$CH� �	
���2E
$
$	3C�

��2E
$
$	3C�

Note that topt > tneut > tpess

Setting Thresholds in Software EngineeringICSEA 2016 - 87 -

UK is the number of 

unknown, i.e., ntestSet

Intersections
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We use x_pp as the 

threshold for the pessimistic 

model and x_oo for the 

optimistic model

xp xo

topt

tpess
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Optimistic and Pessimistic Thresholds and 
Models
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topt

tpess

Classification using the optimistic-
pessimistic approach

Modules are classified as follows:

x ≤ xp ⇒ negative

x ≥ xo ⇒ positive

xp < x < xo ⇒ undecided
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xp xo
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Grey Zone
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xp xo

Other estimation approaches

The reference approach

The test set is classified based on the model derived from the training set

The pessimistic model approach alone

x ≤ xpp ⇒ negative

x > xpp ⇒ positive

The optimistic model approach alone

x ≤ xoo ⇒ negative

x > xoo ⇒ positive

Setting Thresholds in Software EngineeringICSEA 2016 - 92 -



Luigi Lavazza - Università dell'Insubria ICSEA 2016

Setting Thresholds in Software Engineering 47

Comparison

We compared the classification obtained using the optimistic-

pessimistic approach with the classifications obtained using other 

approaches.

Note: when considering the optimistic-pessimistic approach, only 

classified modules were considered in the computation of the accuracy 

indicators.
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Data sets

We used 48 real-life datasets hosted on the PROMISE repository

We carried out 10-fold cross-validation

We almost always obtained the best results with

xp = xpp and xo = xoo, or

xp = xpo and xo = xoo
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Results of the comparison
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Conclusion

By means of the traditional approach you get quite variable results, 

because modules in the grey zone are classified as either faulty or not 

faulty anyway.

With the optimistic-pessimistic approach the modules in the grey zone 

are not estimated, thus avoiding many classification errors.

Note: if a module is in the grey zone of the CBO models, it could very 

well be out of the grey zone of the RFC model … 
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Final considerations

Proposal3

A new approach to building an estimated faultiness model based on 

the definition of the Fault-proneness H-Index, an extension to the H-

index

Basic idea

the H-Index identifies the most important papers of a researcher

the Fault-proneness H-Index identifies the most fault-prone modules in a 

set of modules

Advantage

we do not need to set a threshold ourselves, but the threshold is derived 

from the data

__________________________________________________________
3Sandro Morasca, “Classifying Faulty Modules with an Extension of the

H-index,” ISSRE 2015
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H-index computation

Order absolute frequencies af(z) in decreasing order

Set z = 0 as the initial value of the H-Index

Increase the value of z by 1 as long as af(z) ≥ z

The value of the H-index is the last value z such that af(z) ≥ z

The value of h can be found at the intersection of two functions

af(z), which is decreasing

z, which is linearly increasing
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My H-index
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My H-index
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H-Index Graphical Representation
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H-Index Graphical Representation
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This is the af=z line

H-Index Graphical Representation
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H-Index Graphical Representation
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Fault-proneness H-Index Computation

Order the modules in decreasing order of estimated fault-proneness 

FP

Set z = 0 as the initial value of the FPH-Index

Increase the value of z by 1=n as long as FP(xm) ≥ z/n

The value of fph is the last value of FP(xm) for which FP(xm) ≥ z/n holds

The value of fph can be found at the intersection of two functions

FP(xm), which is decreasing with z

z/n, which is linearly increasing
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Fault-proneness H-Index Graphical 
Representation
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Fault-proneness H-Index Graphical 
Representation
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Results

The H-index-based estimation technique

has generally higher values of Recall

has generally lower values of Precision

has generally higher values of F-measure when the weight of Recall is 

comparatively high
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Estimates based uniquely on internal 
measures

Do we get good results (i.e., accurate estimates) with this strategy?

Not really4.

Let’s see some experimental results.

____________________________________________________
4 L. Lavazza, S. Morasca, “An Empirical Evaluation of Distribution-

based Thresholds for Internal Software Measure”, PROMISE 2016.
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Estimates based uniquely on internal 
measures

Let us consider the proposal by Erni & Lewerentz (or by Lanza and 

Marinescu)

Tlow = µ-σ

Thigh = µ+σ

Where µ is the mean and σ is the standard deviation

The threshold do not depend on faultiness data, but just in internal 

measures.

What happens when we take into consideration faultiness data?

Let’s see how the thresholds behave in fault-proneness models.
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Estimates based uniquely on internal 
measures
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fp(Tlow) is 

excessively low!

Tlow Thigh

fp(Thigh) is 

excessively high!

Estimates based uniquely on internal 
measures

Tlow is excessively 

low: by doubling it 

you our estimates 

improve in every 

respect:

TN increases 

substantially

TP and FN do not 

change

FP decreases 

substantially
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Estimates based uniquely on internal 
measures

Even though the low thresholds for RFC and WMC are computed in 

the same way, they give very different results.

If you use RFClow you get fp < 0.01

If you use WMClow you get 0.1 (circa)
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RFClow WMClow

For these models.

The difference could be larger!

Conclusions

There are many different ways of setting thresholds

I would recommend methods based on information about internal 

measures and faultiness information

Which one is the best?

Time will tell . . .

Does a “best” method really exist?
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Future work

A lot . . .
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